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Cyberbullying Detection Through Machine 
Learning: Can Technology Help to Prevent Internet 
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Abstract: Cyberbullying constitutes a threat to adolescents’ 

psychosocial wellbeing that developed alongside technological 
progress. Detecting online bullying cases is still an issue because 
most of victims and bystanders do not timely report cyberbullying 
episodes to adults. Therefore, automatized technologies may play 
a critical role in detecting cyberbullying through the use of 
Machine Learning (ML). ML covers a broad range of techniques 
that enables systems to quickly access and learn from data, and to 
make decisions about complex problems. This contribution aims 
at deepening the role of ML in cyberbullying detection and 
prevention. Specifically, the following issues are addressed: i. 
identifying the features most frequently considered to develop ML 
models predicting cyberbullying; ii. identifying the most used ML 
algorithms and their evaluation methods; iii. understanding the 
implication of ML for prevention; iv. highlighting the main 
theoretical and methodological issues of ML algorithms in 
predicting cyberbullying. To answer these research questions, a 
systematic review of literature reviews, from a total of n=186 
records from online databanks, has been conducted. Ten 
literature reviews have been elected to analyze and discuss 
evidence about ML preventative potential against cyberbullying. 
Most of the models used content-based features to predict 
cyberbullying. The majority of these features includes words 
written in social network posts, whereas Support Vector Machine, 
Naïve Bayes, and Convolutional Neural Networks are the most 
used alghorithms. Methodological and technical issues have been 
critically discussed. ML represents an innovative preventative 
strategy that may optimize and integrate educational programs 
for adolescents and be the starting point of the development of 
technology-based automatized detection strategies. Future 
research is challenged to develop algorithms capable of detecting 
cyberbullying from several multimedia sources.  

Keywords: Cyberbullying; Machine Learning; Cyberbullying 
Detection; Systematic-Review; Prevention. 

I.INTRODUCTION 

In the last decade, cyberbullying has become a severe threat 
to adolescents’ psychosocial wellbeing [1, 2]. Cyberbullying 
consists of intentional harmful behaviors towards a target-
victim, enacted via electronic devices [3]. Nevertheless, 
cyberbullying is not only a transposition of bullying into 
cyberspace because of its distinctive characteristics [4]. For 
example, repetitiveness is a core component of traditional 
bullying dynamics, whereas it is not essential in cyberspace 
where posting a content only once can count as multiple 
times [5,6].  
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Many theoretical frameworks shaped psycho-social research 
around cyberbullying, such as: the General Strain Theory 
(GST), the Routine Activities Theory (RAT), and the 
Social-Ecological-Theory [7,8,9,10,11].  According with 
these interpretations, cyberbullying is a multidimensional 
construct encompassing a broad set of online behaviors [12]. 
Several taxonomies describe flaming, harassment, 
denigration, impersonation, outing/trickery, exclusion, 
cyberstalking, revenge porn as forms of cyberbullying [13, 
14, 15, 16]. In such a broad categorization, Menesini and 
colleagues have traced a line between two main forms of 
cyberbullying: i. written cyberbullying in the form of verbal 
offenses; ii. visual cyberbullying, perceived by adolescents 
as more harmful than written cyberbullying, consisting in 
non-consensually sharing denigrating videos or pictures 
[17]. Research also remarked that cyberbullying is a threat 
to adolescents’ psychosocial wellbeing, characterized by 
symptoms of stress, depression, and anxiety, which are more 
severe than those observed in traditional bullying [18,19]. 
Furthermore, several empirical studies have been taking into 
consideration the link between the types of adolescents' 
online activities and cyberbullying [20, 21]. In particular, 
the use of Social Network sites and gaming platforms are 
the activities associated with a higher risk for cyberbullying 
[22,23,24]. For these reasons, research is currently stressing 
the importance of identifying the protective factors against 
cyberbullying to structure tailored primary, secondary, 
tertiary prevention programs [25]. Technology could 
significantly contribute to the development of these 
preventative strategies by the use of Machine Learning 
algorithms (ML). 

A. Machine Learning and Its Applications 

Machine Learning (ML) covers a broad range of 
techniques that enables systems to quickly access and learn 
from data, and to make decisions about complex problems. 
The application of ML has also been growing in many 
different fields, such as biology, genetics, marketing, 
medical, and psychological sciences [26, 27, 28, 29, 30, 31, 
32, 33, 34, 35, 36, 37].  
Research clustered ML algorithms into three categories:  

• Supervised: The family of supervised ML techniques 
assumes that labeled continuous or categorical 
outcomes are available [38]. For instance, in models 
with categorical outcomes, the model learns patterns 
from given input data or features (e.g., age, gender, 
social status etc.) and uses them to classify new 
observations into a category (diagnostic group, 
consumer behavior etc.).  
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 Popular classification algorithms include k-nearest 
neighbor (KNN), Naïve Bayes, decision trees, and 
random forests.  

• Unsupervised: These ML techniques assume that data 
used to train the model are not labeled or classified. 
These algorithms are commonly used to describe the 
data structure when outcomes are not a-priori defined. 
An example of an unsupervised ML algorithm is K-
means, which is one of the most common clustering 
algorithms. Given a set of features, K-means aims to 
partition data points into K-clusters. The underlying 
rationale is that each data point in a cluster is more 
similar to points of its own cluster than to points from 
other clusters [38]. 

• Deep learning: these algorithms reproduce the structure 
and the functions of biological neural networks [39]. 
These computing systems include deep learning, 
reinforcement learning, associative rule learning, and 
convolutional neural networks (CNNs). The common 
aim of deep learning techniques is to reproduce and 
implement cognitive, learning, perceptual mechanisms 
of the human brain into artificial systems, designed to 
solve several tasks. For example, CNNs’ basic structure 
simulates the functioning of the human visual cortex to 
perform face recognition tasks and face classification 
[40, 41]. 

B. Machine Learning and Cyberbullying 

According with the Pew Internet and American Life 
Project, 80% of adolescent Internet users are social networks 
site users [42]. The high number of adolescents online has 
been leading to an increase in adolescents’ risk for negative, 
unhealthy, and dangerous online experiences [43]. Literature 
describes several interventions to prevent cyberbullying 
[44]. However, the activation of secondary prevention 
programs is still an issue because most of victims and 
bystanders do not report cyberbullying episodes to adults 
[45]. Therefore, ML algorithms could serve to early and 
automatically detect cyberbullying, and to foster 
intervention protocols’ timely activation. In the last decade, 
researchers have tested a variety of ML techniques such as 
victims’ sentiment informed analysis, textual, and semantic 
analysis, and user features’ analysis (e.g., gender) [46, 47, 
58, 49]. Plus, these methods allowed to detect a variety of 
cyberbullying outcomes including binary classifications 
(e.g., being or not-being involved), role identification in 
cyberbullying dynamics and the severity of consequences 
[50, 51, 52]. Despite the opportunities that these algorithms 
provide in terms of prevention and intervention, social 
scientists and education institutes seem to overlook the 
potential contribution of these techniques. Accordingly, this 
work intends to increase scientific community’s awareness 
about the benefits of ML for the prevention of 
cyberbullying, by fostering a theoretical and empirical 
connection between computer science and social sciences.  

C. Aims and Research Questions 

The present work aims at collecting and discussing 
research about the use of ML for cyberbullying detection by 
examining findings from previous reviews. Focusing on 
reviews enables to highlight the contemporary debate and 
theoretical views of the topic, addressing the following 

research questions: i. What are the features most commonly 
considered to automatically detect cyberbullying?; ii. What 
are the ML techniques (i.e., algorithms), and how are they 
evaluated?; iii. What are the implications of ML for 
prevention?; iv. What are the main issues of ML algorithms 
to predict cyberbullying? 

II.METHOD 

The present review implemented a systematic search 
strategy and selection process [53] (see Figure 1). Records 
were collected from Scopus (n=98), PsycInfo (n=88), 
PsycArticles (n=2), finally obtaining n=188 records.  

Scientific databanks research was conducted in April 
2020. A filter of  

 
Fig 1. Selection Diagram. 

keywords and Boolean operators was used to search 
across databanks, including the key-words “cyber*bullying” 

(OR online bullying, OR cyber*victimization), AND 
“machine learning” (OR artificial intelligence), AND 
“adolescen*” (OR teen*), AND “review”. Two duplicates 
were removed from the total before abstract screening, 
obtaining n=186 records. From the abstract screening, only 
English-written records were considered favorably for 
inclusion, while three sources were excluded (n=1 Italian-
written, n=1 German-written, n=1-French-written). 
Subsequently, a selection based on the type of publication 
was applied to select only review papers: n=10 chapters, 
n=1 commentary, n=16 conference papers, n=17 books and 
e-books, n=51 empirical studies, n=22 dissertations were 
excluded from the process. The remaining 66 records were 
full-text screened by applying a topic pertinency criterion 
based on the paper’s core-topic. The criterion allowed to 
select only records focused on cyberbullying, machine 
learning, and adolescence. The 17 remaining records were 
evaluated by two separate raters who applied a quality 
assessment on data-extraction. 
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 An ad-hoc tool was used for quality assessment due to 
the interdisciplinarity of the sources (for further information 
see Appendix A). After inter-rater independent data-
extraction, n=10 review-papers resulted eligible for the 
present systematic review. 

III.RESULTS 

The ten selected reviews were extracted by two 
independent raters, obtaining a substantial inter-rater 
Pearson’s correlation (r=.91). As reported in Table I, 60% of 
the selected reviews were published during 2019, while only 
n=1 review was published in 2018, n=1 in 2016, n=1 in 
2015, and n=1 in 2013. Review studies originate from 

different countries (n=2 Malaysia, n=1 Israel n=1 Saudi 
Arabia, n=1 Switzerland, n=1, Turkey, n=1 South Africa, 
n=1 Italy, n=1 Portugal, n=1 India), with a slight 
preponderance of Malaysian and European sources. As 
regards the consulted sources, five reviews did not report the 
exact number, whereas the other five reported the exact 
number of consulted sources (ranging from a minimum of 3 
to a maximum of 22). Finally, all the included literature 
reviews highlight the importance of ML to prevent and 
counteract cyberbullying but also point out several issues in 
the implementation of such techniques. 

 

 
Table- I: Information of selected records. 

Authors Year Nation Databanks (n) Main Findings 

Al-Garadi et al. [55] 2019 Saudi Arabia 9 

 
Prediction models can be used to 

detect and counteract online 
aggressive behaviors. 

  

Ashikin and Norhalina 
[70] 

2016 Malaysia Not-Specified 

Deep networks techniques and 
Convolutional Neural Networks 

(CNN) are efficient in classifying 
violent videos on multiple 

internet environment. 
 

Blaya [73] 2019 Switzerland 22 

ML techniques are listed among 
the main areas of prevention 

against cyberbullying. However, 
most of these 

preventative/intervention 
strategies focus on victims and 

not aggressors. 
  

Can and Alatas [58] 2019 Turkey Not-Specified 

Social network analysis through 
ML is applied to 21 online social 
networks’ problems, including 

cyberbullying detection. 
  

Fire et al. [74] 2019 Israel Not-Specified 

Online social network (OSN) 
users face many threats for their 
security. Machine Learning is 

efficient in predicting spammers 
and fake profiles. 

 

Mahlangu et al. [60] 2018 South Africa 12 

Limited availability of accessible 
public datasets limits the 

implementation of ML methods 
in cyberbullying detection. 

  

Nadali et al. [56] 2013 Malaysia Not-Specified 

Support vector machine (SVM) 
classifiers are efficient in 

detecting cyberbullying in chat 
rooms and forums. 
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Nocentini et al. [75] 2015 Italy 3 
ICT tools are underused in 
cyberbullying detection. 

  

Rosa et al. [64] 2019 Portugal 6 

The lack of coherence in the 
definition of cyberbullying 

impacts on detection methods 
and prevention strategies. 

  

Singh and Kaur [57] 2019 India Not-Specified 
ML methods are used to detect 
content-based cybercrime and 

cyberbullying 
 

IV.DISCUSSION 

The selection process led to select ten literature reviews 
addressing the main purposes of the present work. The next 
paragraphs will critically discuss the following key-points 
inferred from the selected sources concerning ML 
applications: i. Main features considered by previous 
reviews to build predictive models of cyberbullying; ii. 
Main algorithms and metrics used to evaluate models’ 
performance. iii. Implications of ML for cyberbullying 
prevention; iv. Main issues will be considered and debated. 

A. Main Features 

Five of the selected reviews provided an overview of the 
features that are commonly associated with cyberbullying 
detection (see Figure 2 for details). In ML models, a feature 
is an input variable referring to a measurable property of an 
observed phenomenon (e.g., the content of an image) [54]. 
The most common selected features in cyberbullying 
predictive modeling are content-based features [55, 56]. A 
typical content-based approach consists of an analysis of the 
valence of the words written in posts on social networks. 
Text words are extracted from social media and used as 
input variables (or predictors) to predict cyberbullying. For 
instance, swear words are a prototypical example of words 
that substantially predict cyberbullying [57]. Al-Garadi and 
colleagues (2019) and Singh and Kaur (2019) showed that 
bag-of-words (i.e., text data analysis where a text is 
segmented in a “bag” of its words) is the most frequent 

approach used to analyze texts valence for cyberbullying 
detection [55, 57]. In this approach, texts are segmented in a 
“bag” of words, in which texts are transformed into a 
vectorized word count. In other words, texts are processed 
as vectors in a way that mathematical operations can be 
easily performed.  These natural language-based approaches 
also enabled to extract behavioral features from online 
conversations [56]. These features comprise both observed 
users’ behavioral patterns (e.g., number of questions) and 
his/her latent intentions (e.g., humiliating, grooming etc.). 
These behavioral patterns can be inferred by computing 
specific metrics. For example, term frequency is an index of 
how much frequently a word appears in a document, given 
by the ratio between the target word count and the total 
number of words in the text.  On the other hand, the inverse 
document frequency (IDF) computes the importance of a 
word in a group of texts. Specifically, given a total number 
of documents “A”, and the number of documents D in which 

a word “W” appeared (i.e., “B”), IDF is the logarithm of the 

ratio between A and B.  
The use of these computational techniques has shed light 

on the posts’ themes associated with cyberbullying. 
According to Can and Atlas (2019), cyberbullying mainly 
occurs when social media texts include specific conversation 
themes such as death, appearance, religion, and sexual 
content [58]. This aspect might be exaggerated by the 
disinhibition effect provided by the Internet environment, 
which leads users to express more violently than they would 
do into face-to-face interactions [43, 59].  

One of the selected reviews underlined that most of the 
literature has focused on detecting cyberbullying from text 
data rather than images [60]. This imbalance might be due to 
a limitation of text data compared to images or videos in the 
stored data availability. This issue is even more relevant 
given the evidence on the existence of two distinct patterns 
of cybervictimization (written and visual) [17]. Therefore, 
special attention has to be paid to how these two distinct 
forms of cybervictimization are differently conveyed on 
social media sites. For example, cyberbullying attacks via 
images and videos might mostly be conveyed on Tik-tok 
and Instagram, since these sites mainly exhibit visual 
contents. On the other hand, text cyberbullying may be more 
common on Twitter and Whatsapp, because the majority of 
contents of these platforms are written. Given that 
adolescent internet users perceive visual cyberbullying as 
more dangerous than textual, ML applications seem not to 
encounter yet the urgency to investigate image and video 
cybervictimization [17].  

Finally, a minority of the studies took into consideration 
profile-based features such as user profile information (e.g., 
age and gender) and social media information (e.g., number 
of likes and followers). As for the former ones, evidence 
from psychosocial studies stresses the necessity to include 
personal information such as gender [56]. Previous studies 
have indeed demonstrated that male and female users act in 
a different way when involved in cyberbullying dynamics 
[61, 62].  For example, female users tend to adopt 
aggressive communication styles (e.g. excluding other users 
from a group or conspiring against them), whereas men tend 
to use more threatening words. On the other hand, as 
pointed out by Can and Atlas (2019), social media 
information has provided interesting hints for a better 
understanding of the online user behaviors associated with 
cyberbullying [58].  
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They reported that posts with cyberbullying contents 
received comments more frequently and fewer likes per post 
than other posts [58]. This evidence might find an 
explanation by referring to the prototypical roles of 
cyberbullying involvement. In particular, the Theory of 
Planned Behavior categorizes three types of cyberbullying 
bystanders: the one who joins the bully in attacking the 
victim, the one assuming a neutral behavior, and the one 
helping the victim [63]. Thus, a possible speculation might 
be that users commenting on cyberbullying posts, without 
liking them, are those who are involved in the cyberbullying 
dynamics without being perpetrators or victims. Precisely, 
victim defenders represent the phenotype fitting more this 
description. However, a deepened analysis of the contents of 
these comments is fully recommended.  

 

 

Fig 2. Main features considered by previous studies to 
build predictive models of cyberbullying. 

B. Main Algorithms  

Six of the selected reviews reported the Support Vector 
Machine (SVM) algorithm to be the most used ML 
algorithm in cyberbullying detection [55, 56, 57, 58, 60, 64]. 
In this model, data points are separated by a hyperplane 
fitting the model in a way that two distinct classes are 
identified. The algorithm searches for the best hyperplane by 
selecting the two datapoints (i.e., support vectors), which are 
closest to the hyperplane. The distance between the 
hyperplane and the two support vectors is named Maximum 
Margin. Accordingly, the goal of the algorithm is to identify 
the hyperplane, which maximizes the Maximum Margin, by 
improving the classification capacity of the algorithm. 
Instead of a linear hyperplane, non-linear boundaries can be 
applied in problems in which a linear solution does not fill 
the data structure (i.e., the so-called “Kernel trick”) [65]. 
Specifically, the following steps have to be followed to 
perform SVM: 

1. A linearly separable hyperplane is sought to 
separate the values of one class from the values of 
the other class (i.e., cyberbullying vs no 
cyberbullying). If more than one hyperplane exists, 
the one with the highest margin (Maximum 

Margin) has to be chosen, as it guarantees better 
accuracies. 

2. If such linear solution is not found, data are 
transformed into a higher dimensional space by 
exploiting the Kernel trick. Through the Kernel 
trick, 2D data are mapped into a 3D structure. 

3. In order to choose the best boundary (e.g., line in 
linear problems, or circle in non-linear problems),
  parameters’ optimization has to be 
performed. In detail, an important parameter has to 
be tuned in all of the SVM algorithms that is C, the 
misclassification cost. In fact, if C is exaggeratedly 
high the model will result at risk of overfitting 
(variance), whereas if C is low the model will be at 
risk of underfitting (bias). Accordingly, optimum C 
has to be found to meet the bias-variance tradeoff. 

Three main reasons underlying the popularity of this 
algorithm in this field can be retrieved: i. cyberbullying 
outcomes are commonly operationalized as binary outcomes 
(e.g., bullied or not bullied) as shown by previous research 
[66, 67, 68]; ii. Rosa et al. quantitively demonstrated that the 
SVM is the best performing algorithm by supporting its use 
in cyberbullying detection [64]; iii. the applicability to linear 
and non-linear data distributions represents a remarkable 
advantage of this algorithm. 

As pointed out by three of the selected reviews, the 
Naïve Bayes (NB) algorithm is another commonly used 
algorithm for cyberbullying detection on social media [55, 
57, 58]. The NB is a ML algorithm relying on the 
implementation of Bayes theorem (Figure 3).  

 
Fig 3. Bayes Theorem. 

The model aims to compute the posterior probability of 
an event A given an event B (P(A|B)), based on prior 
knowledge (P(A)), on the calculation of the probability of 
the event B given the event A (likelihood), and on the 
marginal likelihood (P(B)). In the case of cyberbullying, the 
posterior probability can be defined as the probability of a 
cyberbullying event given a set of features (e.g., words), and 
previous knowledge on the phenomenon (e.g. number of 
cyberbullying episodes occurring online). It is called naïve 
since it assumes that features are independent from each 
other, which is a condition intrinsically unreachable in most 
of the problems. As regards cyberbullying, the words 
contained in a social media post are a representative 
example of features that are unlikely to be independent from 
each other. As reported by Al-Garadi and colleagues, NB is 
a high-speed algorithm that is very well suited for text 
classification problems such as posts content detection [55]. 
However, the collected evidence suggests that SVM is a 
more accurate classifier than NB [55]. In line with the “No 
Free Lunch Theorem”, running both algorithms may be the 
best choice since the success of an algorithm varies as a 
function of the specific type of problem and the implicated 
variables [69].  
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Despite the popularity of SVM algorithms in 
cyberbullying detection, Nadali et al. and Ashikin and 
Norhalina showed that deep learning may potentially 
perform better in this field [56,70]. In particular, Ashikin 
and Norhalina reported the advantages of applying 
Convolutional Neural Networks (CNNs) for violent video 
classification. CNNs are a variant of traditional Artificial 
Neural Networks designed to identify visual patterns from 
pixels of an image at a low cost in terms of preprocessing 
[70]. Specifically, several feature maps are computed to 
detect the distinctive elements of a picture. The creation of 
the feature maps is generated iteratively by creating several 
convolutions. Static frames, motion, and audio features are 
extracted and integrated, by flattening the feature maps, to 
predict violent contents in online videos with the use of 
traditional neural networks. An increase in the use of this 
technique is expected to reduce the gap between visual and 
written cybervictimization. Figure 4 shows a schematic 
depiction of these findings. 

C. Main Metrics 

 

Fig 4. Main algorithms and evaluation metrics used for 
cyberbullying detection. 

Metrics are a set of statistics used to evaluate the 
performance of ML algorithms. Although several types of 
metrics exist, their applicability relies on the measurement 
scale of the outcome variable. For instance, the Mean 
Squared Error (MSE) and the Mean Absolute Error (MAE) 
are the most common metrics used for ML regression 
algorithms, namely when the outcome is continuous. In 
contrast, accuracy, sensitivity, and specificity are metrics 
commonly used for classification problems (i.e., models 
containing categorical outcomes), such as the case of 
cyberbullying – often operationalized as a categorical 
variable. Given the classificatory nature of models 
predicting cyberbullying, evaluation metrics of classification 
models are the most applied in this field [55, 57, 64]. In 
detail, three of the selected reviews consistently reported 
four frequently used metrics, that are accuracy, precision, 
recall, and F1 score. It is possible to describe these metrics 
as measures of the classification task performance, based on 
the concept of true positive (TP; i.e., correct classification of 
cyberbullying contents) vs. false positive (FP; i.e., non-
cyberbullying contents classified as cyberbullying), and true 
negative (TN; i.e., correct classification of non-
cyberbullying contents) vs. false negative (FN; i.e., 
cyberbullying content classified as non-cyberbullying). 
Accuracy is the ratio between the sum of TP plus TN 
observations and the total number of cases. Precision is the 
ratio between TP observations and the number of total 

positive predicted values (both FP and TP). Recall (or 
sensitivity) is the ratio between the TP observations and the 
sum of TP and FN observations. In other words, precision 
can be exemplified as “How many contents classified as 

cyberbullying were truly cyberbullying?”. In contrast, recall 
can be expressed as “How many true cyberbullying contents 

were correctly classified?”. Recall is a measure typically 

used in medical diagnosis, which defines the sensitivity of a 
diagnostic tool, that is the ability to correctly detect a 
specific pathological condition [71]. Finally, the F1 score is 
the result of the harmonic mean between precision and recall 
[72]. Accordingly, the F1 score is a more comprehensive 
metric that includes both recall and precision information. 
Rosa et al. stated indeed that, despite the relevance of recall 
as a key-metric in cyberbullying detection, the F1 score is 
the most balanced way to evaluate cyberbullying 
classification algorithms [64].  

Overall, it is possible to conclude that different 
evaluation metrics relate to different research and 
applicative questions. Recall seems indeed more indicated to 
evaluate the diagnostic or screening reliability of the 
algorithm, whereas precision may be more appropriate to 
evaluate its technical performance accuracy. Accordingly, 
the F1 score could be intended as a cross-cutting global 
accuracy measure. Figure 4 shows a schematic depiction of 
the main metrics adopted to evaluate algorithms’ 

performance. 

D. ML and Links to Prevention 

Five of the selected reviews considered the potential 
practical use of ML algorithms as well as their link with 
prevention.  According to Blaya, the automatic identification 
of hateful contents or online bullying behaviors is part of 
cyberbullying prevention [73]. Identifying online violent 
acts might indeed enable an earlier implementation of 
prevention policies and interventions [73]. Plus, these 
automatic detection systems can substantially contribute to 
detecting those cyberbullying cases which are more difficult 
to spot by parents, teachers, clinicians, or social workers. 
The algorithm, in this sense, may be intended more as a 
support tool for professionals, teachers, or caregivers, than 
an automatic detector that only spots and removes hateful 
contents from social media. The need for integration 
between computer science and social sciences’ interventions 
is also stressed by Singh and Kaur, who underlined how 
previous social and psychological literature had neglected 
the contribution of technology to cyberbullying prevention 
[57]. In this sense, these algorithms may lead to the 
development of applications, usable by school staff, able to 
detect suspicious interactions or contents, and immediately 
warns school leaders and counselors. Rosa et al. also 
stressed the importance of using ML algorithms for 
prevention purposes, by focusing on the need to integrate 
digital tools (e.g., applications, games, and websites) in 
social networks to prevent cyberbullying [64]. These 
systems should be improved at detecting cyberbullying at its 
earliest stage, by preventing cyberbullies from reaching their 
target [64].  
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The authors focused on showing the so-called reflective 
interface, which is a recent approach addressed at assisting 
users in making positive decisions based on empathy and 
prosociality. Fire and colleagues reported a variety of 
solutions for users to protect themselves from cyberattacks 
[74]. These solutions include both automatic detection 
systems based on ML algorithms (e.g., fake profile 
detection, phishing detection etc.) and good online habits, 
called operator solutions (e.g., privacy settings, security 
system, and antivirus updating). Plus, Nocentini and 
colleagues mentioned an automatic detection system 
targeted at detecting bullying contents in instant messages 
(i.e., the MISAAC system) [75, 76]. Specifically, MISAAC 
uses a traffic light-like system that automatically classifies 
posts’ authors as green, yellow, or red, based on the 
aggressiveness escalation of contents. MISAAC could be 
classified as a type of secondary prevention as it detects 
cyberbullying interactions by preventing them from getting 
worst [76]. 

E. Main Issues 

The main issues of the application of ML techniques for 
cyberbullying detection relate to three areas: theoretical, 
technical, and methodological.  

• The most significant theoretical issue concerns the lack 
of consensus in defining cyberbullying as stressed by 
two of the selected sources, which reflects the 
contemporary need to reconceptualize cyberbullying [4, 
58, 73]. In literature, it is not clear yet whether 
repetitiveness of cyberbullying behaviors is a critical 
component of cyberbullying or not [6]. Accordingly, 
algorithms do not detect the cumulative frequency with 
whom a user performs or is the victim of cyberbullying 
attacks, which raises the need for algorithms predicting 
the intensity and the severity of cyberbullying. 
Moreover, persons do not have the same permeability to 
adverse events, and the same words have different 
meanings expressed in different contexts. Sharing a 
standard definition of cyberbullying might prevent 
biases related to the subjective and contextual 
perception of the phenomenon, enabling the selection of 
relevant features (e.g., harmful words) and developing 
systems capable of encountering the user’s needs [73]. 
Another possible direction may be considering the 
application of ML to the different types of 
cyberbullying (i.e., flaming, harassment, denigration, 
impersonation, outing/trickery, exclusion, 
cyberstalking, revenge porn, etc.) included in the most 
relevant taxonomies [13, 14, 15, 16].  

• The authors of the selected reviews raised two main 
technical issues related to online databanks [60, 64]. 
The higher proportion of text than images data 
represents the first limitation of the detection systems. 
Multimedia contents are the primary type of files shared 
on social networks (e.g., images with caption, video live 
streaming, and audios) [60]. The lack of these contents 
depends on the limited availability of datasets 
containing images data. However, it represents a 
substantial empirical and theoretical limitation, given 
the evidence showing that visual cybervictimization is 
considered more aversive than textual [17]. A second 
limitation is the lack of information on how datasets 

were built [64]. Most of the studies do not provide 
guidelines for the annotators to label the data samples. 
Likewise, inter-rater reliability and annotators' expertise 
are often omitted [64]. This issue reflects the absence of 
a common definition of cyberbullying, as reported 
before ahead, and of shared and transparent procedures 
of data annotation [4]. As a consequence, it 
substantially increases the risk of rater subjectivity 
biases, that relies on the heterogeneity of cyberbullying 
definitions and on the criteria used to categorize a text 
content as cyberbullying [55]. 

• Methodological issues primarily relate to the external 
validity problem. External validity is the degree to 
which the results of a study have an actual impact 
outside the context of that study [77]. Although ML 
algorithms enable fast detection of bullying in 
cyberspace, no evidence has assessed the secondary 
impact of these systems on users' psychosocial 
outcomes yet (e.g., mood, anxiety, etc.). Even though 
many of the selected reviews outlined the link between 
fast-automatic detection and activation of supportive 
intervention strategies, it is not clear whether and how 
these interventions may occur. This problem highlights 
the necessity of integration between technical and social 
intervention strategies. Additionally, the impact of these 
systems on users’ real-life should rely on objective and 
rigorous protocols of assessment. Nocentini and 
colleagues reported that many Information 
Communication Technology (ICT) interventions against 
cyberbullying (e.g., MISAAC) do not provide sufficient 
information related to statistical effectiveness of the 
intervention, by only relying on descriptive information 
such as user’s degree of satisfaction [75].  

F. Future Directions 

Research should aim at developing, training, and testing 
ML classifiers detecting cyberbullying from images and 
videos, as visual forms of cyberbullying are perceived more 
harmful than the written ones by users [17]. This goal could 
be reached through the contribution of scholars from 
different fields, because of the technical (i.e., difficulty to 
create datasets containing this type of entries) and legal (i.e., 
privacy issues) issues raised by sharing multimedia contents. 
It is also necessary to understand which impact these 
detection systems could have on users' everyday life. Future 
works will be challenged to combine these technological 
systems with the implementation of psychosocial 
interventions. Therefore, a dialogue between social and 
computer sciences is essential to provide users with quick 
detection/prevention technology-based strategies and 
effective targeted interventions. This step will require the 
development of rigorous interdisciplinary research 
protocols, possibly based on Randomized Control Trials 
(RCT) studies. Finally, automatically detecting 
cyberbullying will help to avoid underestimating 
cyberbullying at school and to provide students, involved in 
any type of harassment, with timely interventions as 
traditional bullying dynamics and cyberbullying dynamics 
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are strongly interconnected [43]. For instance, app-based 
tools on this predictive modelling may represent a powerful 
resource for school institutions. 

V.CONCLUSION 

The present work has critically presented the strategies 
and the implications of ML for the automatic detection of 
cyberbullying. Ten literature reviews have been selected and 
discussed. Content-based features have been resulted the 
most used features in ML models predicting cyberbullying. 
Specifically, bag-of-words is the most common approach 
addressed to predict online bullying from users’ online 

contents. As concerns alghoritms, Support Vector Machine 
(SVM), Naïve Bayes and Convolutional Neural Networks 
were shown to be the most performing algorithms, with 
SVM being the most efficient one.  The practical 
implications of the use of these methods for cyberbullying 
prevention have been also analyzed. ML represents an 
innovative preventative strategy enabling fast and accurate 
detection of cyberbullying cases online. Thus, it may 
optimize and integrate psychoeducational programs for 
adolescents. However, there are limitations of this approach 
which rely on the lack of multimedia contents (e.g., images 
and videos) and of a shared definition of cyberbullying. 
Future research will be challenged to enhance the 
effectiveness of these algorithms, for instance, by training 
them to detect cyberbullying from several multimedia 
sources. 
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Appendix A: Table displaying data-extraction tool and inter-rater evaluation. 
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Ashikin & 
Norhalina 
[70]  

R1 3 3 3 0 5 0 0 0 0 4 1 0 36 19 included 

R2 3 3 3 0 3 0 0 0 0 5 0 0 17 
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Al-Garadi et 
al. [55] 

R1 2 3 3 0 5 2 2 5 1 5 2 0 61 30 Included 

R2 2 3 3 0 5 2 2 5 1 5 2 1 31 

Can & Alatas 
[58] 

R1 2 3 3 0 4 0 0 0 0 5 2 0 40 19 included 

R2 3 3 3 0 5 0 0 0 0 5 2 0 21 

Castroman et 
al. [78] 

R1 2 2 1 0 1 0 2 4 0 4 2 0 31 18   

R2 2 1 1 0 1 0 2 4 0 1 1 0 13   

Chetty & 
Alathur [79] 

R1 2 2 2 0 2 0 0 0 0 3 1 0 20 12   

R2 2 1 2 0 1 0 0 0 0 2 0 0 8   

Fire et al. [74] R1 2 2 2 0 4 0 0 0 0 5 2 0 39 17 included 

R2 3 3 3 0 5 0 0 0 0 5 2 1 22 

Huda et al. 
[80]  

R1 2 1 1 0 3 0 1 0 0 3 1 0 23 12   

R2 2 2 1 0 3 0 1 0 0 2 0 0 11   

Lancaster [81] R1 0 0 1 0 2 2 2 3 2 4 1 0 30 17   

R2 0 0 0 0 2 2 2 3 1 1 2 0 13   

Mahlangu et 
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R1 2 3 2 0 5 1 0 5 0 4 2 1 52 25 included 

R2 2 3 3 0 5 1 0 5 0 5 2 1 27 

Nadali et al. 
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R2 2 2 3 0 4 2 2 3 3 3 1 1 26 

Nugent et al. 
[82] 

R1 1 1 2 0 1 0 0 0 0 1 1 0 14 7   

R2 1 1 1 0 2 0 0 0 0 2 0 0 7   

Pisani et al. 
[83] 

R1 1 2 1 0 1 0 0 0 0 2 1 0 14 8   

R2 1 1 1 0 1 0 0 0 0 1 1 0 6   

Rosa et al. 
[64] 

R1 2 3 3 1 5 2 0 5 0 4 2 2 59 29 included 

R2 3 3 3 1 5 2 0 5 0 5 1 2 30 

 

 

http://www.ijmh.org/


International Journal of Management and Humanities (IJMH) 
ISSN: 2394-0913 (Online), Volume-4 Issue-11, July 2020  

69 

 

Published By: 
Blue Eyes Intelligence Engineering 
and Sciences Publication  
© Copyright: All rights reserved. 

Retrieval Number: K10560741120/2020©BEIESP 
DOI: 10.35940/ijmh.K1056.0741120 
Journal Website: www.ijmh.org  

 

Singh & Kaur 
[57]   

R1 2 3 3 0 4 0 1 0 0 4 2 1 43 20 Included 

R2 3 3 3 0 5 0 1 0 0 5 2 1 23 

Watson & 
Christensen 
[84]  

R1 1 2 2 0 2 0 0 0 0 5 1 1 31 14   

R2 2 2 2 0 3 0 0 0 0 4 2 2 17   

 
Note: The quality assessment included an evaluation from 1 to 9 for the theoretical background (1 to 3 points for citations’ appropriateness; 1 to 3 points for core-topic accuracy; 1 to 3 
points for innovation), an evaluation of 1 to 6 for the research questions and aims (1 point for a priori hypothesis, 0 for explorative; 1 to 5 points for clarity of the aims), an evaluation 
from 1 to 12 for the search strategy and method (0 points for non-systematic reviews, 1 point for semi-systematic reviews, 2 points for systematic reviews; 0 to 5 points as the equivalent 
of scientific databanks consulted; 0 to 3 points for the accuracy of inclusion and exclusion criteria), an evaluation from 1 to 9 of the results part (1 to 5 points for the impact of the 
reviews; 0 to 2 points for detailedness; 0 to 2 points for review limits discussion). By summing the two raters’ evaluations, the maximum achievable score was 72. The inclusion cut-off 
was set at 36 points.  
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